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Abstract

Seismic facies analysis which is aimed at identifying subsurface geological features from seismic data, has evolved due to the
time-consuming and labor-intensive nature of its traditional approach. To address these challenges, numerical frameworks such
as machine learning have been applied, yet attribute selection still comes with some challenges, particularly for inexperienced
interpreters. Additionally, validating results in regions with limited well data poses significant challenges. This paper addresses
these challenges through a comprehensive review of seismic facies workflows and a proposed workflow for a case study in the
Gulf of Guinea. In this case study, seismic attribute selection is significantly based on the contribution (weights) of the individual
attributes in a larger set of attributes. Also, we have introduced spectral decomposition for interpretation and initial validation of
the workflow due to its independence on well data. Here, we applied an unsupervised vector quantizer to seismic attribute selection
and facies analysis. Using a backward feature selection (BFS) approach for attribute selection based on computed weights assigned
by our unsupervised vector quantizer (UVQ) network, we selected six seismic attributes for our facies analysis and tested five dif-
ferent attribute combinations of the attributes for facies analysis. This was followed by spectral decomposition colorblend of 5 Hz,
10 Hz, and 15 Hz frequencies. The facies generated using our seismic attributes varied with each combination due to the variations
in the individual attributes. Correlating our seismic attributes and spectral decomposition to our facies, it was possible to identify
lithological variations without solely relying on well data. Insights from this paper show the suitability of the automatic approach
to seismic facies analysis in aiding the identification of new reserves which can bolster the economies of developing countries.
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Introduction

Seismic facies analysis relates to the ability to characterize
enough variation in seismic data to discover relevant infor-
mation about subsurface geological features. The ability to
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distinguish between the variations in seismic data is very
instrumental in gaining valuable insights into subsurface
lithology and reservoirs to enable de-risking during explo-
ration and production (Bagheri and Riahi 2014; Fashagba
et al. 2020; Xie et al. 2017). The basic principle of seismic
facies analysis is the fusion of geology with seismic data
and this relates to the characterization of reservoir proper-
ties and heterogeneity in seismic data (Song et al. 2017; Xu
and Haq 2022).

Seismic facies analysis has evolved significantly over the
past few decades. In the past, the process involved manual
interpretation of seismic sections by an interpreter whose
work would involve marking the transition between seismic
reflection patterns (Kaur et al. 2022; Lima et al. 2020). Some
of the main limitations of this approach is its labor intensive-
ness, the associated time cost, and the interpreter’s subjec-
tivity (Chen et al. 2022; Kaur et al. 2022; Song et al. 2017;
Zheng et al. 2019). Other researchers have also associated
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the limitations to the increased complexity of seismic data
(Song et al. 2017; Zhang et al. 2020), and the requirements of
modern exploration (Xu and Haq 2022; Zhang et al. 2020).
With increasing technology over the past decades, there
has been a need for a more automated approach emphasizing
the use of numerical frameworks and pattern recognition in
seismic facies analysis. These improvements in technology
and computational power have made it possible for seismic
facies analysis to become more quantitative and automated
to alleviate time consumption and labor intensity (Kim et al.
2019; Su-Mei et al. 2022; Wrona et al. 2018). According to
Zhao et al. (2015), there is an increasing trend in the applica-
tion of machine learning in automated seismic facies analysis.
Also, according to Zhang et al. (2020), developing an auto-
matic approach has served as an important means to improve
efficiency and reduce ambiguity in seismic facies analysis.
One of the main inputs for many seismic interpretation
tasks is seismic attributes. Chopra and Marfurt (2005) have
defined seismic attributes as a quantitative measure of any seis-
mic characteristic of interest and an important aspect of seis-
mic interpretation. Over the years, seismic attributes have been
used in fault analysis (Ashraf et al. 2020; El-Qalamoshy et al.
2023; Hussein et al. 2021; Ismail et al. 2023; Laudon et al.
2021), facies analysis (la Marca-Molina et al. 2019; La Marca
et al. 2022; Lubo-Robles et al. 2023), gas reservoir identifica-
tion (Chenin and Bedle 2022), gas chimneys (Dixit and Man-
dal 2020; Ismail et al. 2020a; Ismail et al. 2022; Ramya et al.
2020), gas hydrates (Chenin and Bedle 2020; Kunath et al.
2020; Lubo-Robles et al. 2023; Neves et al. 2022), and direct
hydrocarbon indicators (Gadelkarim et al. 2022; Hashem et al.
2022; Srisutthiyakorn et al. 2022; Zhong et al. 2021).
Seismic attributes in feature-based facies analysis
improves the efficiency of facies analysis as compared
to the manual interpretation (John et al. 2008). As such,
selecting seismic attributes for feature-based facies analy-
sis is an important aspect of any attribute-based facies
analysis. This involves the evaluation of seismic attrib-
utes under consideration to determine an appropriate set of
attributes. According to Zhao et al. (2018), the attribute-
selection system in use today is simply a weighting system.
Instead of simply choosing a set of attributes and assum-
ing each contributes equally to a facies map, the selection
of input attributes can be guided by weights calculated
using a machine learning algorithm and the interpreter’s
experience. This highlights a potential challenge in carry-
ing out seismic facies analysis in the absence of seismic
attributes. In such a situation, another approach which is
the feature-less facies analysis approach may be used for
seismic facies analysis. Bagheri et al. (2013) and Bagheri
and Riahi (2017) have noted that defining seismic attrib-
utes strongly related to class differences in feature-based
facies analysis can be challenging and seismic datasets
could also contain missing attributes. As such, justifying
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the need for an alternate approach using a dissimilarity
based classification.

Despite the increasing application of machine learning
in seismic facies analysis around the world, there are lim-
ited reviews capturing the utilization of these algorithms for
seismic facies analysis and their case studies. Coléou et al.
(2003), Zhao et al. (2015), and Chopra and Marfurt (2020)
are the only papers which have reviewed the application
of machine learning techniques in seismic facies analysis
within the past three decades. Coléou et al. (2003) reviewed
unsupervised learning techniques in seismic facies analy-
sis. These included k-means clustering, principal component
analysis (PCA), vector quantization (QV), and self-organ-
izing maps (SOM). Zhao et al. (2015) reviewed unsuper-
vised techniques such as cross-plotting, k-means clustering,
independent principal component analysis (ICA), PCA,
SOM, and generative topographic mapping (GTM). They
also reviewed supervised techniques such as artificial neu-
ral networks (ANN) and support vector machines (SVM).
They applied the k-means clustering, SVM, ANN, and GTM
techniques to seismic data acquired from the Canterbury
basin in offshore New Zealand for seismic facies classifi-
cation. Chopra and Marfurt (2020) also reviewed unsuper-
vised techniques such as cross-plotting, k-means clustering,
PCA, SOM, and GTM. Chopra and Marfurt (2020) applied
the PCA, SOM, and GTM techniques to facies classifica-
tion with seismic data from the western Barents Sea. The
applications showcased in their studies focused on some of
the widely investigated petroleum provinces in the world.
Applications of such tools in petroleum provinces such as
Offshore West Africa are virtually non-existent. Therefore,
there is a need for a comprehensive review of literature on
the application of different machine learning techniques in
seismic facies analysis and also, how these techniques can be
applied to a case study in less researched petroleum basins.

In this paper, we will review literature on machine
learning-based seismic facies analysis and present a case
study from the Gulf of Guinea. The first part of the paper
will focus on seismic facies analysis, the need for the
adoption of machine learning, and the different machine
learning techniques that have been applied to seismic
facies analysis around the world. The second part of this
paper will present a case study that utilizes an unsuper-
vised vector quantizer (UVQ) network for seismic facies
analysis to discriminate lithological facies using seismic
data acquired in the Gulf of Guinea.

Seismic facies analysis
Seismic facies are three-dimensional seismic units which

are made up of different groups of seismic responses
which differ from adjoining units (Sulaiman et al. 2020).
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These features are distinguishable from adjacent sedimen-
tary units as a result of their depositional environments.
Seismic facies analysis has been crucial in the description
of reservoirs (Xie et al. 2017). Seismic facies analysis is
extremely beneficial in seismic interpretation and has been
used to extract useful information about lithology varia-
tions and the structure of reservoirs to find the best trap
location and decrease the risk of drilling (Bagheri and
Riahi 2013), making seismic facies analysis an important
task in seismic interpretation. The traditional approach to
seismic facies analysis relies on seismic geometries which
are comparable to those of a sedimentary body, which can
offer a more comprehensive detail on the depositional
environment. To utilize seismic data to characterize the
heterogeneity of the reservoir, seismic facies are grouped
based on the characteristics of the seismic response in
these regions (Saggaf et al. 2001). Here, the human inter-
preter has to mark the transition between various seismic
wave reflection patterns (Lima et al. 2020). According
to Xu and Haq (2022), sedimentary facies inferences in
the traditional seismic facies analysis are obtained in two
steps. Firstly, by using geometry and suitable geological
information to classify key seismic facies. Secondly, the
conversion of seismic facies to sedimentary facies using
a very comprehensive seismic analysis. Similarly, accord-
ing to Chopra and Marfurt (2020), seismic facies analysis
in the late 1980s was performed using 2D seismic data.
This was done by inspecting seismic waveforms which are
readily distinguished by their amplitude, frequency, and
phase after which facies maps were generated. However,
the reliability of traditional seismic facies analysis using
this approach has been called into doubt and the validity
of sedimentary facies derived using this approach has also
been evaluated to be too low (Xu and Haq 2022). For large
three-dimensional seismic datasets, seismic facies analysis
using this approach becomes costly and labor intensive.
These limitations have presented the need for an alternate
approach to seismic facies analysis to address shortfalls
and increase the efficiency of seismic facies analysis. This
has led to the introduction of an automatic seismic facies
classification which is made up of waveform clustering
and multi-attribute seismic facies analysis and relies on
the application of machine learning algorithms (Kaur et al.
2022; Puzyrev and Elders 2020). Figure 1 illustrates the
different types of seismic facies analysis.

Machine learning algorithms

Machine learning algorithms have been widely applied to
various problems to build models of well-understood pro-
cesses, and these algorithms have become very critical in
seismic interpretation for exploring hydrocarbons over the
past two decades (Dramsch 2020; Troccoli et al. 2022).

SEISMIC FACIES ANALYSIS

J

AUTOMATIC SEISMIC FACIES
ANALYSIS

|
l |

MULTI-ATTRIBUTE SEISMIC
FACIES ANALYSIS

TRADITIONAL SEISMIC
FACIES ANALYSIS

WAVEFORM CLUSTERING

Fig. 1 Different branches of seismic facies analysis

Machine learning is described as a numerical framework
that can learn from available datasets to make accurate
predictions (Wrona et al. 2018). This has led to the wide
acceptance of machine learning in seismic data analysis and
interpretation. This is a result of the large size and availabil-
ity of numerous seismic datasets which makes a traditional
approach very limited and restricted (Hampson et al. 2001).
The use of machine learning algorithms has also made it
possible to quantify these variations in seismic data giving
way to the applicability of statistical analysis using com-
putational resources to analyze reservoir properties (Brown
2011; Zhao et al. 2017). Automatic seismic facies analysis
is one process in seismic interpretation that takes advantage
of machine learning algorithms in the generation of seismic
facies maps to provide information about subsurface geolog-
ical features (Qian et al. 2017). This is made possible with
the improvements in the computing ability of computers and
pattern recognition techniques. This makes it possible to
analyze huge datasets to produce superior predictions (Qian
et al. 2017). There are two main types of machine learn-
ing algorithms. These are the supervised machine learning
approach which involves the use of labeled datasets and the
unsupervised machine learning approach which involves the
use of unlabeled datasets. The various algorithms of the two
types of machine learning are listed in Table 1. Over the
years, numerous studies have been conducted on the applica-
tion of machine learning in seismic facies analysis (Table 2)
and these are discussed in detail in the following sections.

Convolutional neural network

Convolutional neural network (CNN) (LeCun 1989; LeCun
et al. 1989) is a machine learning technique used in solving
classification problems in seismic interpretation. The simplest
CNN architecture is made up of a convolutional layer, a pooling
layer, and a fully connected layer (Fig. 2). The convolutional
layer extracts distinct features such as object shapes (Waldeland
et al. 2018) by kernels which carry out convolutions using the
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input data. The pooling layer is mostly used in the reduction of
training weights while setting aside a majority of the features
from the convolutional layer. The fully connected layer which
receives information from the pooling layer combines features
and maps them into the vector of classification results.
Additionally, several functions are added to the CNN mod-
els as such, improving accuracy and efficiency, accelerating
training by avoiding vanishing gradient problems, and avoid-
ing overfitting. These functions include activation functions

such as rectified linear units (ReLLU) (Nair and Hinton 2010),
batch normalization (Ioffe and Szegedy 2015), and dropouts
(Hinton et al. 2012). Several convolutional neural network-
based architectures have been developed and implemented
for classifying seismic facies including U-net (Ronneberger
et al. 2015), Segnet (Badrinarayanan et al. 2017), Waldeland
CNN and Deeplabv3+ (Chen et al. 2018).

Zhao (2018) introduced a CNN model to perform seis-
mic facies analysis. An encoder-decoder CNN model used

Table 1 Main types of machine

. . . Supervised Machine Learning
learning techniques and their

Unsupervised Machine Learning

algorithms a) Convolutional Neural Networks

b) Support Vector Machines
¢) Random Forest

d) Convolutional Recurrent Neural Networks

e) Probabilistic Neural Networks

a) Self-organizing Maps

b) K-means clustering

¢) Principal Component Analysis

d) Independent Component Analysis
f) Generative Topographic Maps

g) Unsupervised Vector Quantizer
h) Convolutional Autoencoder

Table 2 Machine learning algorithms and relevant literature related to seismic facies analysis, development, and their applications

Machine Learning Algorithms Relevant Literature

a. Convolutional Neural Networks

(Badrinarayanan et al. 2017; Chen et al. 2018, 2022; Chevitarese et al. 2018; Di et al. 2018;

Dramsch and Liithje 2018; Feng et al. 2021; Kaur et al. 2022; Liu et al. 2019b; Oliveira et al.
2019; Ronneberger et al. 2015; Waldeland et al. 2018; Wrona et al. 2018; Zhang et al. 2018,

2021; Zhao 2018)
b. Support Vector Machines

(Al-Anazi and Gates 2010; Bagheri et al. 2013; Bagheri and Riahi 2013, 2017; Dramsch 2020; Jin

2018; Nazari et al. 2011; Wong et al. 2005; Wrona et al. 2018; Zhao et al. 2014, 2015)

c. Random Forest

d. Convolutional Recurrent Neural Networks
e. Probabilistic Neural Networks

f. Self-organizing Maps

(Caf et al. 2022; Dramsch 2020; Jin 2018; Kim et al. 2018, 2019; Lubo-Robles et al. 2020)
(Saikia et al. 2019; Trinidad et al. 2021)

(Chaki et al. 2022; Wang et al. 2018)

(Chenin and Bedle 2020, 2022; de Matos et al. 2007; Dramsch 2020; Gao 2007; Hadiloo et al.

2009; Kim et al. 2019; 1a Marca-Molina et al. 2019; Lubo-Robles et al. 2023; Roden et al. 2015;
Roy et al. 2010, 2013; Song et al. 2017; Zhao et al. 2015, 2016; Zhao and Marfurt 2017)

g. K-means clustering

(Arianfar et al. 2007; Barnes and Laughlin 2002; Chopra and Marfurt 2018, 2020; Ferreira et al.

2019; La Marca et al. 2022; Troccoli et al. 2022; Zhao et al. 2015)

h. Principal Component Analysis

(Chopra and Marfurt 2014b, 2018, 2020; Coléou et al. 2003; Farzadi 2006; Farzadi and Hestham-

mer 2007; Kim et al. 2019; La Marca et al. 2022; Lubo-Robles et al. 2023; Roden et al. 2015;
Roy et al. 2013, 2015; Tibaduiza et al. 2012; Troccoli et al. 2022; Zahraa et al. 2017)

i. Independent Component Analysis
Tibaduiza et al. 2012)

j- Generative Topographic Maps
Zhao et al. 2015)

k. Unsupervised Vector Quantizer
1. Convolutional Autoencoder

(Cassel 2018; Hondrio et al. 2014; Lubo-Robles and Marfurt 2019; Oja and Hyvérinen 2000;
(Chopra and Marfurt 2014b, 2018, 2020; La Marca et al. 2022; Qi et al. 2016; Roy et al. 2014;

(Aminzadeh and de Groot 2006; Ashraf et al. 2021; Ismail et al. 2022; Ross and Cole 2017)
(Puzyrev and Elders 2020, 2022; Qian et al. 2017, 2020)

Fig.2 Schematic diagram of a
Convolutional Neural Network
(CNN) architecture
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by Zhao (2018) was found to provide seismic facies results
of superior quality when compared with conventional CNN
models. However, this CNN model was found to be more
tedious when it comes to labeled data picking and a higher
computational cost. Wrona et al. (2018) used multiple
attributes as input, as well as different classification algo-
rithms to distinguish the facies in terms of their continuity
and structural orientation. They found that the convolutional
neural network (CNN) enabled them to build a model that
captured complex geologic features.

Zhang et al. (2021) built a CNN and a conventional
encoder-decoder model and applied an enhanced encoder-
decoder (Deeplabv3+) to classify seismic facies using the
F3 seismic dataset from offshore Netherlands. The encoder-
decoder networks were found to significantly improve the
precision and efficiency of the facies interpretation. Zhang
et al. (2021) also showed that a small amount of well-
labeled data could be used to automatically predict seismic
facies. Liu et al. (2019b) also developed a workflow for
seismic facies analysis. They built their workflow on the
spatial probability classification framework and the CNN.
Liu et al. (2019b) demonstrated that CNN was a better clas-
sifier in multiattribute seismic classification. The work also
demonstrated that they were very efficient for seismic facies
analysis in areas with few well logs (Liu et al. 2019b). Kaur
et al. (2022) used Deeplabv3 +in a workflow to success-
fully analyze seismic facies. The Deeplabv3 + predictions
had sharper boundaries between the predicted facies as
compared to results obtained using GAN.

Convolutional recurrent neural network

Convolutional Recurrent Neural Network (CRNN) is a
hybrid version of the CNN and RNN algorithms (Saikia
et al. 2019). This can extract spatial features using CNN
and the temporal features using RNN. A CRNN is a modi-
fied CNN in which the fully connected layer is replaced
with an RNN (Fig. 3). According to Xue et al. (2019),
CNN can automatically learn more discriminative feature
datasets. However, CNN is unable to depict the interde-
pendencies in features that are related and are apart by
some distance.

An analysis of CRNN and other neural network mod-
els such as CNN and RNN by Saikia et al. (2019) found

Fig.3 Schematic diagram of a
Convolutional Recurrent Neural
Network (CRNN) architecture

the CRNN performed best as compared to the other neural
networks; CNN and RNN in terms of precision, accuracy,
sensitivity, and specificity as samples increase. A version of
a CRNN called the Convolutional-LSTM Network was used
by Trinidad et al. (2021) for seismic facies segmentation
on the F3 block seismic dataset from offshore Netherlands.
They considered images from seismic datasets to have a tem-
poral behavior because they are generated as a function of
depth and their CRNN was able to achieve incredible results
using few parameters.

Probabilistic neural network

Probabilistic neural network (PNN) is a Bayes-Parzen clas-
sification theory-based neural network (Specht 1990). The
architecture of the PNN algorithm consists of four layers;
input layer, pattern layer, competitive layer, and finally out-
put layer (Fig. 4). Chaki et al. (2022) developed a PNN based
structure for the classification of lithology using seismic and
well log data acquired in onshore western India. In their
work, lithology maps with four classes (sand, shaly sand,
sandy shale, and shale) were generated from five seismic
attributes using the PNN. According to Chaki et al. (2022),
the PNN is preferred for classification due to PNN’s insen-
sitivity towards outliers or noise and higher computational
speed in comparison to other multi-layered perceptron
(MLP) networks.

Random forest

Random forest (RF) is a tree-based classifier that is used
as a suitable option to the much popular neural networks
and support vector machine-based algorithms (Kim et al.
2018). RF utilizes decision trees, but since RF integrates
separate trees, it reduces bias and overfitting of train-
ing data while maintaining excellent prediction accu-
racy. According to Dramsch (2020), random forests can
aid in time series analysis, making RF suitable for use
in seismology for seismic facies classification. Kim et al.
(2018) applied random forest to seismic facies analysis
and determined the sensitivity of each attribute in classi-
fying seismic facies. The predicted facies from a Barnett
shale survey in Kim et al. (2018) was able to thoroughly
define lime and shale facies.

Input

Y
|Convolutional »| Pooling > RNN Output
Layer Layer
T
CNN
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Fig.4 Schematic diagram of
a Probabilistic Neural Network
(PNN) architecture

J U J

Input Layer

Support vector machine

Support Vector Machine (SVM) has become very prominent
supervised learning technique in pattern classification and
regression applications (Zhao et al. 2015). The basic SVM
algorithm is made up of an input layer, a hidden layer, and
an output layer. Figure 5 shows a schematic diagram of a
Support Vector Machine (SVM) architecture. This implies
the applicability of the SVM as a classifier or a regression
operator. The SVM can predict petrophysical properties
when used as a regression operator.

Al-Anazi and Gates (2010) used SVM in lithology facies
classification and the modeling of permeability in hetero-
geneous reservoirs. A non-linear SVM was applied to a
sandstone reservoir with significant heterogeneity to aid in

Fig.5 Schematic diagram of a
Support Vector Machine (SVM)

T T

Pattern Layer Competitive Layer Output Layer

the classification of electrofacies and the prediction of the
permeability distribution. Results of the SVM predictions in
Al-Anazi and Gates (2010) were compared to a probabilistic
neural network which showed that the results from the SVM
yielded a preferable lithology classification and permeability
prediction as compared to a probabilistic neural network.
Nazari et al. (2011) also used SVM for permeability predic-
tion from well log and core data. The technique was applied
to waveform classification and classification from well data.
The results using SVM in Nazari et al. (2011) highlighted a
significant correlation with results from structural and strati-
graphic analysis. The results obtained from the study also
showed that even with few data points, SVM could be used
for the estimation of permeability from wells (Nazari et al.
2011). SVM, as a classifier, has been useful in predicting

Hidden Layer

architecture .

Input Layer

f—%
x1 h1
x2 h2 Output
x3 P h3
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lithology facies. Zhao et al. (2014) classified lithofacies in
the Barnett Shale using proximal-SVM. Wrona et al. (2018)
implemented support vector machines framework for seis-
mic facies analysis using seismic data. However, comparing
the SVM to other machine learning algorithms such as the
artificial neural network (ANN) and the convolutional neural
networks (CNN) at a comparatively higher computation cost,
SVM outperformed ANN in classification (Zhao et al. 2015)
but it did not perform well in comparison to CNN since
CNN can gain information from adjacent samples (Dramsch
2020).

Self-Organizing map

Self-Organizing Map (SOM) (Kohonen 1982) is a network
of neurons that classifies datasets based on different geologi-
cal and geophysical properties (Chenin and Bedle 2022; Kim
et al. 2019). It is the most widely used clustering technique
(Lubo-Robles and Marfurt 2019). The basic SOM algorithm
is made up of an input layer and an output layer as shown
in Fig. 6. In exploration seismology, SOMs have been used
to help visualize attribute relationships in problems where
PCA results are multidimensional (Chenin and Bedle 2020).

Self-organizing maps were used by de Matos et al. (2007)
for unsupervised seismic facies analysis on seismic data-
sets from the deepwater Namorado oilfield in the Campos
Basin, Brazil. The results from their study showed that the
relevant number of seismic facies can be estimated using
the self-organizing maps (de Matos et al. 2007). Gao (2007)
selected gray-level co-occurrence matrix attributes for a
one-dimensional SOM to aid in seismic facies mapping
in offshore Angola, Africa. Gao (2007) refined clusters

Fig.6 Schematic diagram of a (
Kohonen Self-Organizing map

(SOM) architecture Output Layer

Clusters <

Input Layer

using 256 prototype vectors and was able to integrate three-
dimensional visualization with information regarding the
environment of deposition within offshore Angola to aid in
the mapping of clusters. Calibrating the various clusters with
available well control resulted in an a priori supervision.
Roy et al. (2013) developed a SOM facies analysis workflow
using multiple attributes computed from a deepwater system.
The mapped clusters were projected onto a two-dimensional
non-linear space. Comparing SOM with other unsupervised
learning algorithms such as k-means in Zhao et al. (2015),
the SOM was found to provide a more interpreter-friendly
clustering result. However, it was found to be computation-
ally demanding. In Chenin and Bedle (2020), SOMs were
applied to multi-attribute analysis to the identification of
bottom simulating reflections (BSRs) in the Pegasus basin,
New Zealand. This application showed that SOMs provided
a clearer insight into identifying gas hydrates.

Principal component analysis

Principal Component Analysis (PCA) is a popular dimen-
sionality reduction technique used in seismic facies analysis
to reduce the redundancy of seismic data which decreases
computation time while still generating useful results
(Coléou et al. 2003; Roden et al. 2015; Roy et al. 2010). The
data is transformed into a dimensionally reduced form using
PCA (Deisenroth et al. 2020) and the resulting projections
are referred to as principal components (Fig. 7).

Chopra and Marfurt (2014b) applied PCA to assist in
seismic attribute selection for multiattribute analysis. In
their results, they found out that when PCA is performed on
discontinuity attributes, the first principal component (PC1)
projects a specific type of geologic feature with the second

Output
v1 y2 y3
x1 x2 x3
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Fig.7 Schematic diagram of a Principal Component Analysis (PCA)
architecture

(PC2) and third principal components (PC3) focusing on
artifacts related to computation-related numerical variations
rather than geology. PCA has been employed in a framework
for multiattribute analysis (Roden et al. 2015). PCA was
used by Roden et al. (2015) to evaluate the extent of varia-
tion in seismic attributes to the top principal components.
The attributes with the most significant contribution were
selected for utilization in the subsequent seismic facies anal-
ysis (Roden et al. 2015). Lubo-Robles et al. (2023) evalu-
ated different strategies for the selection of seismic attribute
using PCA to discriminate seismic facies in the detection
of gas hydrates. PCA was applied to select a set of seis-
mic attributes which were used as inputs for the SOM. The
results from this work showed that the application of PCA in
seismic attribute selection using a balanced training dataset
offered a good tradeoff as compared to the exclusive use of
samples within the volume and samples related to bottom-
simulating reflectors (BSR).

Independent component analysis

Independent Component Analysis (ICA) is centered on high-
level statistical analysis and divides multi-variable signals
into separate subsections to establish logical representations
in non-Gaussian datum (Oja and Hyvérinen 2000). It allows
for the extraction of fascinating information from multiple
variables (Honorio et al. 2014). ICA is based on the central
limit theorem (Oja and Hyvirinen 2000). The ordering of
every independent component is not defined and as a result,
it cannot be ranked (Tibaduiza et al. 2012). It can project
data from numerous input data sets into an orthogonal struc-
ture, separating different geological features in the original
input data (Lubo-Robles and Marfurt 2019). The basic archi-
tecture of an ICA algorithm is made up of an input layer,
mixed signals (X), and individual signals (P) as illustrated
in Fig. 8. Where X is a recorded signal and X = {X1, X2},

@ Springer

where X; and X, are individual mixed signals. Also, P is an
original signal, and P = {P1, P2}, where P; and P, are indi-
vidual original signals. The recorded signal is represented as

X = AP
The original signal is represented as
P=WX

Where A is the mixing matrix and W is the inverse of the
mixing matrix.

Independent Component Analysis has been applied in
unsupervised seismic facies analysis. Lubo-Robles and Mar-
furt (2019) applied ICA to reservoir geomorphology and
seismic facies analysis on seismic datasets obtained from
the Taranaki Basin in New Zealand. In their study, they used
spectral magnitude components as inputs into an ICA algo-
rithm. Their results proved that ICA improved the resolution
and was useful in separating geological features from noise
as compared to other algorithms such as PCA (Lubo-Robles
and Marfurt 2019).

K-means clustering

The k-means clustering (MacQueen 1967) is a clustering
approach that partitions datasets into K clusters, with the
individual clusters allocated to a cluster with the closest
center of mass (La Marca et al. 2022). The purpose of
k-means clustering is not for dimensionality reduction but
to partition data. According to Chopra and Marfurt (2020),
k-means clustering divides the unlabeled datapoints into a
specific number of clusters (Chopra and Marfurt 2020). Due
to its ease of use, it is frequently chosen for analyses involv-
ing multiple variables (Arianfar et al. 2007). The applica-
tion of k-means enables data grouping into geologically
relevant groups which will enhance the analysis of seismic
facies using highly dimensional data (La Marca et al. 2022).

Studies by La Marca et al. (2022) have found the
application of k-means as an ideal clustering technique
to aid in the identification of channel facies with lower

Input 1 X1 P1

ICA

Input 2 X2 P2

Fig.8 Schematic diagram of an Independent Component Analysis
(ICA) architecture



Earth Science Informatics (2024) 17:3899-3924

3907

inaccuracy levels. According to Zhao et al. (2015), a
lower number of clusters in the k-means makes it a very
easy algorithm to set up for faster interpretation. K-means
as an unsupervised algorithm is an excellent alternative
for the analysis of 3D seismic data with limited traditional
structural interpretation to identify features. However, the
technique comes with some drawbacks. The requirement
of specifying the number of clusters is one drawback of
using the k-means clustering algorithm (Zhao et al. 2015).
Also, there is no structure to the clustering, hence there is
no relationship between cluster numbers and cluster prox-
imity. This causes similar facies to appear in completely
different colors, complicating interpretation, therefore
resulting in a reduction in the resolution of the output
(Zhao et al. 2015). Ferreira et al. (2019) applied k-means
clustering for an unsupervised seismic facies analysis of
a presalt carbonate reservoir in the Santos Basin, offshore
Brazil. Their results show that k-means enabled the build-
ing of a map of a section of the reservoir and sag-phase
seismic reflection patterns to predict the best areas for
drilling.

Generative topographic map

Generative Topographic Map (GTM) (Bishop et al. 1998)
is a machine learning tool for clustering and dimensional-
ity reduction which enables the statistical description of
the vectors of data in space (Chopra and Marfurt 2020; La
Marca et al. 2022). GTM was developed by Bishop et al.
(1998) as an alternative in overcoming the limitations of the
self-organizing map. GTM has been very successful in the
prediction of the occurrences of specific seismic facies and
estimating petrophysical properties. Chopra and Marfurt

Fig.9 Schematic diagram of an
Unsupervised Vector Quantizer
(UVQ) Network architecture

(2014a) first presented generative topographic mapping
for seismic facies analysis. Roy et al. (2014) discussed this
approach extensively and showed how it may be used for the
classification of seismic facies using seismic data from the
Veracruz Basin in Mexico. Roy et al. (2014) applied GTM
to determine natural clusters in the datasets and estimate
the likelihood of the presence of seismic facies. The method
provided a projection of the likelihood of finding facies that
correspond to the wells utilized for training if those par-
ticular locations were drilled (Roy et al. 2014). GTM has
shown promising results in seismic facies analysis and can
be applied in modern risk analysis. As compared to SOM,
GTM has an advantage compared to the SOM with regard
to the comprehensive facies distribution and distinct expres-
sions observed on display (Chopra and Marfurt 2020).

Unsupervised vector quantizer network

Unsupervised Vector Quantizer (UVQ) is an unsupervised
machine learning approach similar to artificial neural net-
works and SOM (Aminzadeh and de Groot 2006). The basic
architecture of the UVQ network in Fig. 9 is made up of the
input layer, a cluster layer and an output layer (segment and/
or match). UVQ is a form of competitive learning. The aim
of competitive learning is finding the structure in data to
extract relevant features. For UVQ, the goal is the segmenta-
tion (clustering) of the input data (E1 Oul 1998). UVQ finds
sections of seismic data with similar input vectors and clas-
sifies them into classes. The classes are identified by the net-
work through correlation of the input data. As a result, they
are regarded as self-organizing networks. In UVQ, preproc-
essing involves the use of PCA which dimensionally reduces
attributes in seismic volume to fewer principal components

</
A\

Y Y
Clusters Output
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(Ross and Cole 2017). According to Ross and Cole (2017),
UVQ lacks a priori information to work with and neither
compares nor contrasts heavily reliant attributes nor does
it lessen the inaccuracy among the unknown output and the
input data. As such, PCA is used to reduce non-orthogonal
elements in the seismic volume before its use in the learning.

There have been successful applications in facies classifi-
cation for features such as channels, basin floor fan systems,
and the prediction of saturated sands using seismic waveform
(Ross and Cole 2017). Ross and Cole (2017) applied UVQ to
facies classification along the Gulf Coast of Texas. In their
results, the found that UVQ with PCA preprocessing pro-
duced superior results as compared with UVQ without PCA
preprocessing. Raef et al. (2019) also performed unsupervised
seismic facies analysis using UVQ. In their work, Raef et al.
(2019) trained and applied the UVQ to classify seismic wave-
forms into three classes in order to build an understanding of
seismic facies related to petrophysics and lithofacies based on
previously obtained information from well log facies model.
Ismail et al. (2022) used UVQ in an unsupervised learning to
predict gas channels in offshore West Nile Delta, Egypt. Using
six seismic attributes as inputs, the UVQ network was able to
accurately generate four classes that represent gas-saturated
sand, gas-saturated zones, shaly sands and shales.

Convolutional autoencoder

Convolutional autoencoder (CAE) is an autoencoder which
obtain high-level features from data using convolutional layers
while keeping the localized relationships using convolutional
kernels in the various layers (Puzyrev and Elders 2022). A con-
volutional autoencoder is made up of the encoder f{x) which
compresses data input x to a lower dimension in the hidden
feature layer k4, and the decoder g(x) which takes the latent
features as input and reconstructs them as output r to be as
close as possible to the original data (Fig. 10):

h=f(x)ex

r=gx)eh

In contrast to conventional supervised learning tech-
niques, a larger number of training datasets which is labeled

Fig. 10 Schematic diagram of
a Convolutional Autoencoder
(CAE) architecture

Input
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Y

is not needed to automatically discover distinctive charac-
teristics in data. In training, CAE does not insist on labeled
datasets and as a result, CAE is mostly implemented using
the original input data as the output data. As such,

r=gW[f(x)ex| ~x

CAE has been found to be superior to PCA in reducing
redundancy and extracting useful information (Qian et al. 2020).
CAE has over the years been employed for applications in seis-
mic facies analysis. Qian et al. (2020) proposed a CAE network
for seismic facies recognition using prestack seismic data from
the LZB region of the Sichuan Basin, China. The results showed
that the approach was superior to conventional clustering and
classification techniques such as k-mean and SOM (Qian et al.
2020). Puzyrev and Elders (2020) have also applied CAE for
unsupervised seismic facies analysis on seismic data obtained in
the Northern Carnarvon Basin, Australia. The approach used in
their work was successful as it allowed the analysis of geological
patterns in real-time (Puzyrev and Elders 2020).

Case Study: Lithology characterization of a turbidite
system in the Gulf of Guinea using multi-attribute
seismic facies analysis and unsupervised vector
quantizer network

Geological setting

The study area lies around the West African Transform Mar-
gin in the Gulf of Guinea (Fig. 11). Sandstone reservoirs
are dominant, although some carbonate reservoirs may exist
at some levels. The steepness of the continental slope has
encouraged the accumulation of separated deepwater sand-
stones and turbidite sands. Downslope projections of deltas
created in the study area are thus potential for turbidite chan-
nels and ponded turbidite sandstone reservoirs. The seals
within the study area are made of marl, shales, and clays.
These seals prevent the migration of hydrocarbons from the
reservoir rocks. Seals associated with reservoirs are made up
of shales and faults. The integrity of seals is also enhanced
by unconformity surfaces. The accumulation of hydrocarbon
deposits which are linked with fault-block traps has been
discovered throughout the Gulf of Guinea.

Encoder Decoder

Output

Y

a(x)
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Dataset and methods

The 3D seismic data used in this study was acquired in the
Gulf of Guinea. The seismic data has a surface area of about
80km? with a sampling rate of 2 ms, a record length of 7
binary seconds, a streamer separation of 75 m, a source
separation of 37.5 m, a bin size of 12.5 m X 18.75 m, and a
dominant frequency of 38 Hz.

The workflow used in this work has been summed up in
Fig. 12. It involved the application of a dip-steered median
filter (Tingdahl 2003), a filtering mechanism which removes
noise to enhance the signal-to-noise ratio of the seismic data.
The seismic data was integrated with well data to perform
a seismic-to-well tie. Horizons and seismic attributes were
extracted from the seismic data. Some useful attributes were
then selected to classify seismic facies using an unsuper-
vised vector quantizer (UVQ) network. The results from the
seismic attributes, facies, and spectral decomposition were
analyzed to help in interpretation.

Seismic attribute selection and training

Seismic attributes selection

Seismic attributes have been defined by Chopra and Mar-
furt (2007) as measurements extracted from seismic data
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Map of the study area showing the Gulf of Guinea located off the African Coast (Google Earth, 2023)

which allows geophysicists to quantify and interpret seis-
mic patterns related to reservoir properties, depositional
environment, and geomorphology. The attributes which
were chosen for the initial training and attribute selection
included instantaneous attributes, geometric attributes, and
GLCM or textural attributes. Determining attribute impor-
tance was necessary and helpful in choosing the input
attributes and thus, reducing the computational time. The
choice of attributes was set to six seismic attributes in line
with Chaki et al. (2015) and Na’imi et al. (2014). The UVQ
network was able to help in identifying six seismic attrib-
utes with high statistical weight and contribution (Table 3),
arriving at the final set through a backward feature selec-
tion (BFS) approach.

Training

The UVQ network reorganized and divided the input data
into classes with different individual features resulting
from information obtained from the input data. The pur-
pose of this UVQ network analysis was the organization
of classified vectors from the multiple seismic attributes
and to find clusters that represent smoothly defined spe-
cific color codes that can represent the different facies in
the seismic profile. The average matching between the
attributes to the number of vectors trained showed a high
matching. The average matching percentage was recorded

@ Springer
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Fig. 12 Workflow of the
research covering data filtering,
attribute generation and selec-
tion, facies analysis and spectral
decomposition

Dip steered median

filter

Table 3 Seismic attributes and their statistical weight generated using
the UVQ neural network

Attributes Statistical Weight
Instantaneous Bandwidth 100.0
Energy 99.1
Instantaneous Quality Factor 91.5
Sweetness 84.9
Instantaneous Amplitude 78.5
Natural Logarithm of Instantaneous Frequency 71.7

at 94%. Figure 13 shows that the average match increases
when the number of vectors trained also increases. This
continues until a stable average match causes a flat line
to occur. It is recommended for the average match to be
above 90% for good results.

Spectral decomposition

Spectral decomposition refers to the transformation of seis-
mic data into individual frequency components within the
seismic bandwidth (Guo et al. 2009). First introduced by
Partyka et al. (1999), it is one of the fundamental tools used
in various techniques related to seismic data processing and
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Fig. 13 Average matching versus number of vectors trained

interpretation. According to Okiongbo and Ombu (2019),
the thin bed tuning effect is the reason for the application of
spectral decomposition method on seismic data. It is helpful
in identifying gas zones and stratigraphic variations (Ismail
et al. 2020a). The decomposition of the full-bandwidth of
seismic data into different spectral components can be carried
out using decomposition methods such as discrete fourier
transform (DFT) and continuous wavelet transforms (CWT).
In this paper, we convert the seismic data into the frequency
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domain via the Fourier transform method which gives the
overall frequency behaviour of the seismic dataset at output
frequencies of 5 Hz, 10 Hz, and 15 Hz. The Fourier Trans-
form F(w) of a time-domain seismogram f(t) is expressed as
(Okiongbo and Ombu 2019):

F() = [f(), "]

F(w) = / fHe “'dt

Where t is time.

Results
Seismic data filtering

We applied a dip-steered median filter to our seismic data
before extracting attributes for our facies analysis. It is
essential that our dataset is noise-free to ensure that the
signal-to-noise ratio of the seismic data is improved. Fig-
ure 14 shows the overall effect of the dip-steered median
filter. It is easy to compare improvements made from the
unfiltered seismic data in Fig 14a to the filtered seismic
data in Fig. 14b.

Seismic attributes

We extracted six different seismic attributes from the 3D
seismic volume. Fig. 15a shows the seismic volume (inline,
xline, and horizon) with the original seismic amplitude
before attribute extraction. The attributes, background, and
interpretations are discussed below.

Instantaneous amplitude

The instantaneous amplitude attributes represent the
instantaneous energy of the signal and is proportional in
its magnitude to the reflection coefficient (Koson et al.
2014). The instantaneous amplitude is widely used to
accurately determine the location of reservoirs through
anomalies such as bright, flat, and dim spots (Oumarou
et al. 2021). The attribute is given by the equation (Taner
et al. 1979):

R(t) = \/(T())* + (H(®))*

The instantaneous amplitude attribute when high, is use-
ful in identifying bright spots, possible gas accumulation,
and gas channels as shown in Fig. 15b. Low instantaneous
amplitude zones are also indicative of shaly bodies.

Natural logarithm of instantaneous frequency

The attribute is a variation of the instantaneous frequency
attribute which is a time derivative of the phase (Rai et al.
2020). It can indicate bed thickness, lithology parameters,
and the edges of low impedance thin beds (Subrahmanyam
and Rao 2008).This variation of the instantaneous frequency
attribute is given by:

Fy,(t) = In(AF (1))
Where [F(¢)is given by (Rai et al. 2020):

d(¢(1))

IF(f) = 0

Low frequencies are often associated with change in
lithology, saturated reservoirs, and gas saturated sand. High
frequencies are also associated with non-gas bearing zones
with sharp interfaces representing thin laminated shales. In
Fig. 15c, the two wells are located in the lower frequency
zone which correspond to thicker reservoir zones.

Instantaneous bandwidth The instantaneous bandwidth
attribute is a measure of the rate of change of instantaneous
amplitude (Iturraran-Viveros 2012). The attribute shows the
overall absorption pattern and the changes in the seismic char-
acter (Rai et al. 2020). The equation of the instantaneous band-
width attribute is given by Subrahmanyam and Rao (2008) as:

dR()

dr
B = 27 % R(t)

The instantaneous bandwidth attribute is sensitive to gas
bearing zones and used to show loss in energy. In Fig. 15d,
significant differences can be noted in the bandwidth across
the horizon, indicating the absorption pattern with two wells
located in the low bandwidth zone.

Energy

The energy attribute is a measure of the reflectivity in a
specified time window (Sanguinetti 2006). It is independ-
ent of phase and helps to view gas bearning zones often
associated with amplitude anomalies (Azeem et al. 2016).
It is given by the equation (Ismail et al. 2020a):

E= N ;an

High energy zones in Fig. 15e are indicative of strong
reflections often associated with sand overlaying shale,
whereas low energy zones are also indicative of weaker
reflections, suggesting shale overlaying sand.
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Fig. 14 Seismic inline (a) with- (a)
out dip steered median filter (b)
with dip steered median filter

26300.1
13150

-13150
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(b)
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-26300.1

Sweetness

The sweetness attribute is ratio of the instantaneous ampli-
tude to the square root of the instantaneous frequency (Hart
2008). The sweetness attribute has been found to be very
useful in differentiating intervals of sand and shale and
detecting channels (Torrado et al. 2020). Also, according
to Hart (2008), the sweetness attribute is also useful in the
detection of channels. The attribute is given by the equation:

R()

VIF(®)

The sweetness attribute is useful for detecting good sand
bodies and channels where, high amplitude in seismic data

s(t) =

@ Springer

with low frequency represents high sweetness as shown in
Fig. 15f. The high sweetness zones are also indicative of
bright spots which represent good sand zones, with the low
sweetness zones indicating shaly bodies.

Instantaneous quality factor

The instantaneous quality factor is related to the attenua-
tion of a medium. The changes in quality factor is related
to the relative acoustic impedance of the seismic trace
and the relative absorption characteristics of beds. The
instantaneous quality factor is given by the equation below
(Barnes 1992):
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Fig. 15 Seismic attributes
extracted from seismic data
(a) original seismic amplitude
(b) instantaneous amplitude
(c) natural log of instantaneous
frequency attribute (d) instan-
taneous bandwidth (e) energy
(f) sweetness (g) instantaneous
quality factor attributes

(b)
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Fig. 15 (continued) (d)
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Where d(t) is the instantaneous decay rate. In Fig. 15g,
high quality factor zones correspond with lower absorption
characteristic, while low quality factor zones relate to a
higher absorption characteristic along the horizon.

Unsupervised seismic facies classification

The output of the segment profiles of the UVQ neural net-
work was used to generate seismic volumes from the attributes
listed in Table 3. Five attribute combinations (Table 4) were
used to classify seismic facies from the seismic attributes.
This allowed for the visualization and analysis of the varia-
tion in the multi-attribute response to classify seismic facies.

In Fig. 16a, two attributes (AT1) were used in the facies
classification. The resulting facies classification were
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defined. The facies map could be indicative of the changes
in lithology across the seismic horizon. In Fig. 16b, the three
attributes (AT2) were also not able to define the sand facies
(red color code). The result was similar to the facies generated
in Fig. 16a. In Fig. 16c, four attributes (AT3) were used in the
seismic facies classification. Three distinct color codes (red,
blue, and green) are observed on the seismic horizon which
are related to the lithology variation from the multi-attribute
responses. The red color code corresponds to sands observed
in Fig. 15b, e, f. In Fig. 16d, five attributes (AT4) are used in
generating a seismic facies map, and all three color codes were
observed on the seismic horizon which corresponds with vari-
ous multi-attribute responses. The red color code corresponds
to sands observed in Fig. 15b, e, f. This facies map varies
slightly from the facies generated in Fig. 16c. In Fig. 16e, it is
observed that using the six attributes (ATS), it is also easy to
distinguish between the lithology variation on horizons. The
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Table 4 Seismic attribute combinations used in generating seismic facies

Combination Attributes

AT1 Instantaneous Bandwidth and Energy.

AT2 Instantaneous Bandwidth, Energy, and Instantaneous Quality Factor.

AT3 Instantaneous Bandwidth, Energy, Instantaneous Quality Factor, and Sweetness.

AT4 Instantaneous Bandwidth, Energy, Instantaneous Quality Factor, Sweetness and Instantaneous Amplitude.
ATS Instantaneous Bandwidth, Energy, Instantaneous Quality Factor, Sweetness, Instantaneous Amplitude,

and Natural Logarithm of Instantaneous Frequency.

zones in red are indicative of possible sand bodies. These inter-
pretations correspond to sand bodies observed in Fig. 15b, e,
f and Fig. 17.

Spectral decomposition
Spectral decomposition was introduced after possible sand

and channel features were observed in the various attrib-
utes and the corresponding facies. Channels are good for

the deposition of sand, thus, could serve as potential res-
ervoir zone for migrating hydrocarbons. Spectral decom-
position is capable of identifying sands and channels
using the frequency content of the seismic data. Using
spectral decomposition, it was possible to identify bright
areas in the RGB color blend (Fig. 17d) from three fre-
quencies; 5 Hz (Fig. 17a), 10 Hz (Fig. 17b), and 15 Hz
(Fig. 17¢) on the horizon. The bright areas observed are
indicative of stronger reflections due to the high acoustic
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Fig. 16 Five seismic facies
generated from seismic attrib-
utes in Table 4 (a) using AT1
(b) using AT2 (c) using AT3
(d) using AT4 (e) using ATS.
Facies 1 representing shale,
facies 2 representing silty sand,
and facies 3 representing sand

impedance contrast between lithological units present in
those areas. Sand deposits are also characterized by high
acoustic impedance contrast when located close to other
non-sands and appear as bright areas. In Fig. 17d, channels
are clearly distinguished in the RGB color blend.

@ Springer

Discussion

The need for the application of machine learning (ML) in seis-
mic facies analysis has been necessitated by three main factors;
labor intensity, time consumption, and subjectivity. Automatic
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Fig. 16 (continued)

seismic facies analysis which is based on the application of
machine learning has helped in addressing these issues of time
consumption, labor intensity, and subjectivity which were
associated with the traditional approach to seismic facies anal-
ysis. Basically, these algorithms learn the relationship in data
to aid in the identification of important geological features.
Twelve (12) widely investigated machine learning algo-
rithms in seismic facies analysis have been listed in Table 1
with relevant literature on their applications in Table 2. These
algorithms were applied to seismic data from different sedi-
mentary basins around the world including the Campos and
Santos basins in Brazil, Northern Carnarvon basin in Australia,
Pegasus and Taranaki basins in New Zealand, Sichuan basin in
China, and the Veracruz basin in Mexico. This review has also
highlighted that convolutional neural network (CNN), support
vector machine (SVM), self-organizing map (SOM), and prin-
cipal component analysis (PCA) are some of the commonly
used machine learning algorithms in seismic facies analysis.
Although studies such as Wrona et al. (2018), Kaur et al.
(2022), and Zhang et al. (2021) have shown that applying dif-
ferent ML algorithms or configurations of a ML algorithm
to a seismic dataset helps in selecting the best algorithm for

improved classification, Zhao et al. (2015) have noted that the
classification technique is not an important parameter in com-
parison to the input data. However, settling on the choice of
attribute is quite challenging, especially for an inexperienced
interpreter. Also, in areas with limited well data, it is difficult
to validate the results. Hence, there is a need to incorporate an
alternate validation technique which is independent of well data.
As such, we have proposed a new seismic facies workflow which
is based on a weight-based attribute selection using an unsu-
pervised learning algorithm with spectral decomposition as a
validation technique.

Most of the widely used workflows in automatic seis-
mic facies analysis for multi-attribute applications require
a minimum of two algorithms for seismic attribute selec-
tion and facies classification. However, algorithms such
as SOM and UVQ can handle both attribute selection and
facies classification tasks independently, streamlining the
process by ranking attributes based on their importance
and identifying clusters related to specific subsurface
responses. We presented a case study from the Gulf of
Guinea using seismic facies and ML to distinguish lithol-
ogy facies.
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Fig. 17 Spectral decomposition (a)

of seismic data (a) 5 Hz spectral

decomposition (b) 10 Hz spec-

tral decomposition (c¢) 15 Hz

spectral decomposition (d) RGB

color blend spectral decomposi-

tion
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We applied a dip-steered median filter (Tingdahl 2003)
to enhance the quality of the seismic dataset to ensure that
results were not affected by noise. We also carried out
seismic-to-well tie as a quality control (QC) tool to match
stratigraphic markers obtained from well data to reflectors in
our seismic data, achieving a good correlation coefficient of
0.62. The UVQ network was used in ranking our input attrib-
utes, thus, selecting six relevant seismic attributes using a
backward feature selection (BFS) method and grouped these
attributes into five attribute combinations based on their sta-
tistical weight from Table 3. These attributes in Table 3 are
instantaneous attributes and energy attributes valuable for
lithology identification.

The UVQ network was employed in an unsupervised
manner, relying solely on input attributes for the facies clas-
sification. Clusters in the attributes of the seismic data were
mapped, helping to identify lithological variations. Results in
Fig. 16 revealed lithology variation within the study area. Five
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different seismic attribute combinations in Table 4 were further
explored to enhance understanding with three combinations
highlighting possible sand bodies. The three facies (Facies 1,
Facies 2, and Facies 3) which were extracted from the attributes
through the unsupervised facies analysis were shale facies, silty
sand facies, and sand facies respectively. The study correlated
results in Figs. 15 and 16 with spectral decomposition (Fig. 17)
which helped to highlight sand zones and features such as chan-
nels, confirming areas with sand bodies and channels, which
indicates areas with the potential for hydrocarbon exploration.

The workflow used in the case study is suitable for uti-
lization by inexperienced interpreters and individuals with
limited geological background since the attribute selection is
mainly based on the contribution of the attribute computed
using an unsupervised machine learning algorithm. Also, the
workflow is suitable for application in regions with limited
or non-existing well data, using validation techniques such
as spectral decomposition. However, it is necessary to ensure
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Fig. 17 (continued) ()
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that the initial suite of attributes for the given task has a
good relation with the feature of interest as this may lead to
challenges in finding clusters in the seismic attributes which
define the relevant seismic facies.

The improvements in seismic facies analysis using ML pre-
sents significant implications for hydrocarbon exploration not
only in the Gulf of Guinea or Africa but also in other parts of
the world. This contributes to accelerated seismic interpreta-
tion and the identification of more reserves which will con-
tribute significant to the development of growing economies.

Conclusions

This paper offers significant insights into the acceptance and
application of machine learning in seismic facies analysis.
Seismic facies analysis using machine learning (ML) has

gained traction for improving upon the challenges in the
traditional approach to seismic facies analysis. These ML
algorithms have been used in their supervised and unsuper-
vised forms with remarkable outcomes. In the first part, we
evaluated the evolution of seismic facies analysis and the
incorporation of ML algorithms. About twelve (12) different
supervised and unsupervised ML algorithms were analyzed
with regard to their development, basic architecture and rel-
evant applications in seismic facies analysis. ML algorithms
such as CNN, SVM, PCA, and SOM have recorded significant
application in seismic facies analysis as compared to the other
ML algorithms. Also, the application of these ML algorithms
were less significant in developing parts of the world such
as Africa. This was evidenced by the presence of limited lit-
erature and case studies on the incorporation of ML in seis-
mic facies workflows on the continent. In the second part,
we presented a case study on machine learning and seismic
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facies using seismic data acquired in the Gulf of Guinea. Our
case study revealed the suitability of the ML-assisted seismic
facies analysis in discriminating between lithological units
based on information derived from multi-attribute response as
compared to the traditional approach cited in this review. The
results highlights the importance of attribute selection using
ML algorithms to the resulting facies output in seismic facies
analysis. The results of the case study suggest that employing
ML algorithms like neural networks in seismic facies analysis
could significantly aid in discovering more potential hydro-
carbon reserves. The advantages of ML using seismic facies
analysis such as cost effectiveness, speed, and reduced labor
intensiveness underscores its significant impact for potential
exploration benefits. The review concludes by emphasizing
the potential of ML-assisted seismic facies analysis in expe-
diting the exploration process for new hydrocarbon reserves
by advocating for broader application, especially in regions
like Africa, to leverage the benefits for resource discovery.
Future research endeavors should focus on the optimization
of machine learning algorithms to reduce the computational
cost associated with automatic seismic facies classification
for faster predictions while mitigating risks and uncertainties.
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